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We report the results of molecular dynamics simulations of the solvent reorganization energy of intramolecular
electron transfer in a charge-transfer molecule dissolved in water and acetonitrile at varying temperatures.
The simulations confirm the prediction of microscopic solvation theories of a positive reorganization entropy
in polar solvents. The results of simulations are analyzed in terms of the splitting of the reorganization entropy
into the contributions from the solutsolvent interaction and from the alteration of the solvent structure
induced by the solute. These two contributions mutually cancel each other, resulting in the reorganization
entropy amounting to only a fraction of each component.

. Introduction with highly charged ion$~12 and small optical dyé3result in

As1 Z Aso. All three thermodynamic parametersk-o, 4¢3, and

As2, can be maintained in a three-parameter model of ET. The
requirementls; = Asp results in nonparabolic free energy
surface¥*1®> which have been obtained in simulations of
polarizable solutes with polarizability changing with electronic
transition16-18

Like many other properties used to describe chemical reaction
dynamics and transport phenomena, the activation barrier of
electron transfer (ET) reactions is commonly defined in terms
of thermodynamically accessible variables. ET involves two
equilibrium states which can generally be characterized by three
thermodynamic parameters. The first on&y, is the difference . L
in free energy between the final and initial electronic states of ~ 1N€ classical nuclear reorganization energy takes a central

the donor-acceptor complex immersed in a solvent. Two others role in all formulations of the ET theory since it allows one to
are related to small fluctuations around the equilibrium, which Puild the global, nonequilibrium free energy surfaces based on
can also be described by statistical mechahicshe energy thermodynamic observables obtained for two equilibrium con-

gap between the acceptor and donor electronic states makes thigurations (just two points on the free energy surfaces). The
collective reaction coordinate for BT result is a powerful theory that describes both the activated

barrier crossing kinetics and optical charge-transfer bah#fs.

X = AE(qy, ...,q,) (1) In view of its central role, the knowledge of the thermodynamics
of nuclear reorganization, in particular solvent reorganization,
which depends on a manifold of nuclear coordinajes., gn. is critical for understanding and interpreting the ET experi-
Two second cumulantgoX)2] calculated on statistical equi- ment?! The present paper focuses on the solvent reorganization
librium distributions corresponding to the initial € 1) and energy,/s.

final (i = 2) states of the ET system, are two other thermody-  Experimentally,As can be extracted from solvent-induced
namic parameters fundamentally accessible for ET reactions.broadening of vibronic transition lines. This task requires in
They define the two solvent reorganization energies (classical most cases theoretical modeling of the optical band shape made

nuclear motions) of many vibronic transitions. In practice, therefore, the reorga-
nization energy is often obtained from the first spectral moments
Ag = BOX)LI2 (2)  of absorption and emission bands using another relation
following from the approximation of two equal-curvature
wheredX = X — [XGland = 1/kgT. parabolas
The Marcus-Hush theory assumes
Au,=hlAwg — Aw] = 4
}vs: iﬂz 152 (3) ust [ wst wv] Zj‘s ( )

In this equationAws; is the difference between the first spectral
then two intersecting parabolas. This assumption. which is moments for absorption and emission transitions (Stokes shift)
gp j pion, and Awy is the part of the Stokes shift arising from intramo-

equivale_nt o the Iir_lear response approximation in statistical lecular vibrations of the solute. The latter is normally obtained
mechanics calculations, reduces the number of mdependentfrom spectroscopic measurerﬁents in nonpolar soh&nts

thermodynamic parameters to two. Computer simulations of £ wh K h icallv ab he th q
solutes with permanent partial charges immersed in molecular, Most of what we know theoretically about the thermodynam-

; f solvent reorganization comes from dielectric continuum
solvents reported previoushy and presented here (see below) 'S © \ .
. . . . ,23-25
support this assumption. Note, however, that some S|mulat|ons.m°deIS _Of solvat!or%’. Thesg models pr.Ed.'Ct that a]l the
information required to describe the variation @f with
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ci=e t—¢ 1 (5) limited to the thermodynamics of interactions between partial
0 0 s
charges of the solute and the solvent.

or in its Lippert-Mataga analogue used for dipole solvation

. Il. Thermodynamics of Solvent Reorganization
and intramolecular ET Y/ ¢]

Consider a solute interacting with the solvent with an additive

=1 e,—1 potential which can be represented by a sum of interaction with
fo= 2et1 2. +1 (6) each solvent molecule= 1, ...,N:
N
In egs 5 and 6¢. and es are the high-frequency and static Ugs= ZUOSG) (10)
&

dielectric constants of the solvent, respectively. Solvation of
nonspherical solutes results in a more complex dependence o
the two dielectric constan#s. This dependence is normally
intermediate between the ionic (eq 5) and dipolar (eq 6) limiting
cases. A number of experimental rep&t confirm the

"Here “0” and “s” refer to the solute and solvent, respectively.
The interaction energyodj) depends on the position and
orientation of the solvent molecule denoted by in the

. . brackets.
approximately linear trend The chemical potential of solvation can be obtained from the
o e
2. 0cy @ thermodynamici-integratiort
1
. = di 1)godAvpgl) dI 11
predicted by the Marcus theory of EHowever, there are some Hos= P ﬂ) f Yod L)Gos(A2051) dl'y (11)
recent theoretical calculatiohs'312633 and laboratory experi-  |n addition, the average solutsolvent interaction energy is
mentg122.34.35questioning the universality of eq 7.
Early microscopic (molecular) theories of solvent reorganiza- =0 (v(1 v1) dr 12
tion predicte@® that the reorganization entropy at constant Cos pf 0d1) Gos(vos ) Iy (12)
pressure Here,godAv0s1) denotes the solutesolvent distribution function
defined on the scaled solutsolvent interaction potentialyos
S = —(04J09T)p (8) (1), and d'; denotes the integration over the phase space of the
solvent including the solvent positions and orientationss
is positive: the solvent number density. The linear response approximation
assumes that the pair distribution functign(ivosl) can be
S >0 (9) linearly expanded in the potentiddog1) relative to a reference

state which is independent of the solis®lvent interaction and

This result comes in contradiction to eq 7 when the temperature ! thus independent of solvent orientatidts:

dependence of two dielectric constanrtg(;T) andeg(T), is used Ay (0) )
to calculateSs. Equation 7 results i < O for strongly polar GodAv051) = Gos(11) + Ao (1) (13)
solvents and inS > 0 for weakly polar solvents. Later YR o .
refinements of the analytical thed§-22as well as laboratory ~ WN€régs(r1) is the reference distribution function and
experiment’-26.3134.3642 have confirmed the positive sign of ) = )
the reorganization entropy (eq 9). This issue is, however, not Gos(1) = —Fos (1) (viod1) — Wod) —
fully resolved as there is a limited number of experiments v (2) d9(12) dOr,, (14
reportingS < 0 in strongly polar solvent®~4> Note that alll ﬂpf 0d2) Gos(12) o (14)
data resulting irs> < 0 have been obtained for charged donor  |n eq 14, the averagél.lis performed over the reference
acceptor complexes, while a recent sttfdyndicates that distribution function, e.g.
association of charged doneacceptor complexes with coun-
; . ) . L 0
;enr;(r)gsyln solution may reverse the sign of the reorganization W= Pfg(()s)(rl) vod(1) dr'; (15)
Although there have been many simulations of the ET free Further,go{?(12) in eq 14 is the three-particle, solutgolvent-
energy surface®!:10-1247-4% the problem of reorganization  solvent distribution function of the reference system.
entropy has never been comprehensively studied by computer By substituting eqs 13 and 14 into egs 11 and 12, one gets
simulations. Recent simulations in ref 50 are consistent with

eq 9, but simulation sampling was insufficient and conclusions tos = Wodd— (B2)TOUo)°0
are mostly qualitative. The aim of this paper is to fill this gap
and to present a thermodynamic analysis of the reorganization €= Wod - 5|1]5UOS)ZD (16)

entropy based on molecular dynamics (MD) simulations.

Many properties significant for the analysis of the experi-  wheredUgs = Ugs — WosT] When W= 0, eq 16 yields
mental reaction rates are left out from our analysis. Most
importantly, the force-field solvents employed in the simulations thos = €,d2 = —(BI2)1OUy)°0] a7
are nonpolarizable. The polarizability effects are significant, in
particular in regard to the recent reports of the overestimated The thermodynamics of the solvent reorganization can be
dependence ofls on e, in eq 7131851 The solute is also  understood from the above arguments by considering a fictitious
nonpolarizable and rigid. Polarizabiliy18 and flexibility52:53 solute with the geometry of the real solute, but the charge
of the solute, which in principle can be incorporated in computer distribution obtained as a difference of atomic charges in the
simulations, are still computationally expensive when the final and initial charge-transfer statedg; = o — gy (no
entropy of reorganization is concerned. Our analysis is thereforepolarizability change is considered here). The sehs@vent



Solvent Reorganization Entropy of Electron Transfer J. Phys. Chem. A, Vol. 110, No. 28, 2008359

interaction potential is then the difference of interaction correlator for® in eq 25. In order to distinguist® from from

potentials in the final and initial stateAwvo1l) = vos A1) — its analogue in solvation theories, we will cdll the energy of
vos,(1), AUgs= Y jAvodj). Once the doneracceptor energy gap  solvent restructuring.

X = AEin eq 1 is related ta\Uos by a constant shift, eq 17 The contribution of solvent restructuring to the ET reorga-
leads to the following relation (see also ref 8): nization entropy is represented by correlated fluctuations of the

) solute-solvent electrostatic potential and of the Hamiltonian
As= —Hos = —€d2 = (BI2)[{0AU) T (18) Ho, the main part of which is the solvensolvent interaction
) o energy. This result clarifies the fundamental origin of the failure
where nowos andeos refer to solvation of the fictitious solute  of models neglecting the solvent strucfit& 25 to describe the
with the solute-solvent interaction energUos entropy of solvatior# the problem of solvent structure alteration
From eq 18, the solvent reorganization (free) energy can bejs simply not addressed by such models.
splitinto the energy and constant-volume entropy COmponents .,y can we relate the reorganization energies and Stokes

A, =E-TS, (19) shifts obtained in the laboratory and/or computer experiment
to the linear response thermodynamics considered here? The
where equality of reorganization energies in eq 3 implies independence
of the second cumulant adfUgs of the electronic state of the
E=21+® (20) solute?” This result can be obtained by zero-order expansion
of the solute-solvent distribution function replacing the actual
and distribution functiongog(vosj,1) with the reference distribution
_ function gg)s)(rl) independent of the solutesolvent electro-
S=AT T (21) static potential. The situation is different for the Stokes shift.

In egs 20 and 21, the components includibgrefer to the The Stokes shift

statistics of solutesolvent interactions, while reflects the

components of the entropy and internal energy which arise from Aug=p f AvodD)[Godv0s »1) — Godvios 2 1] Iy (26)

the alteration of the solvertolvent structure induced by the

solute?>~>" The component does not affect the solvation s determined by the alteration of the sokumlvent distribution

chemical potential as it identically cancels out in eq 19. fynction caused by the transition, wheyg(vos;, 1) refers to the

However, it can significantly affect the observed reorganization djstribution function characterized by the potentigl;. If the

entropy obtained as the temperature derivative of the reorga-jinear expansion, given by egs 13 and 14, is used for each of

nization energy Oos(vosj,1), one gets the linear response result in eq 4. Despite

_ the fact that both eq 3 and eq 4 are based on the same linear

Sy = —(024aT)y (22) response approximation, the equality of the reorganization

energies comes from the zero-order expansion and the connec-

tion between the Stokes shift and the reorganization energy

comes from approximating the difference of distribution func-

The constant-pressure entrofy differs from S, by a term
containing the derivative ofs over density:

YA tions by the linear expansion term. The robustness of these two
S$=S5+ pap(a—) (23) approximations may differ in real systems as our simulations
Pt actually indicate.
whereaq, is the constant-pressure expansivity of the solvent.
One can calculated by noting that the variance of the Ill. Model and Simulation Protocol
potential differencé\Ugscan be connected f by the following

The solute in our simulations was represented by the
p-nitroaniline molecule. Charge transfergmitroaniline results
in a dipole moment change of about 3.7 D. The ground-state
(24) geometry and charge distribution were obtained using GAUSS-

relation:

J(0AU)? e o dr
U The =

fe—ﬂHo dr IAN 03%° (MP2, 6-3H-G*). The geometry of-nitroaniline from
X-ray experiment® was used as a starting model for the
whereHy is the Hamiltonian of the system when the solute ~ g@ometry optimization. The ground-state geometry was used
solvent electrostatic potentialUgs is switched off; @ = dI'y to calculate thg ground-state and. ex0|ted-§tate (CIS)_ atomic
... dCy. The HamiltonianH, thus includes all the solvent charges by fitting the electrostatic potential constrained to

solvent interactions and nonpolar solutmlvent interactions ~ reproduce the dipole moment (Pepipole in GAUSSIAN 03).
(Lennard-Jones (LJ) potential in our simulations). Differentiation The ground-state, 7.18 D, and excited-state, 10.88 D, dipoles

of 24 over temperature yields conform well to the results reported in the literatétéZ The
calculated atomic charges are used in a 16-site model of
D= _(ﬁZ/z)méAUOS)ZaHOD (25) p-nitroaniline which includes long-range Coulomb interactions
with partial charges of the solvent and short-range 31(8)
wheredHy = Hp — MHo interactions. The LJ parameters of the solute atoms are based

The term “solvent reorganization energy” has been used in oOn the OPLS parametrizatiéf,and the solutesolvent cross
solvation literature to describe the components of the solvation interactions are obtained from the Loren&erthelot combina-
energy and entropy arising from the alteration of the solvent tion rules®
structure induced by the solute>8 This energy is distinct from Two solvents, water and acetonitrile, have been used in MD
the ET reorganization energy considered here. Further, thesimulations employing the DL_POLY packagfeThe simple
analogue of the energ® appearing in the solvation energy is  point-charge (SPC/E) modélwas used for water, and the
a second-order correlat®t;®” in contrast to the third-order  potential parameters by Bohm et’alwvere used for acetonitrile.
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TABLE 1: Entropies of Reorganization at 300 K

source of data solvent y As €V Siks Slks TS/As
MD SPC/E water 64 015 195 3.0 051
MD ACN 6.54 0.07 1.03

experimerit ACN° 107 0.62 9.0 0.38
experiment ACN 10.7 0.56 45 0.21
experiment  diethyl ether 0.58 0.34 76 057
experiment  tetrahydrofuran 1.31  0.50 21.1 1.08

TK ay = (47/9)Bpme, calculated from dipole moments= 2.35 D and
0.09 m= 4.146 D for force-field water and acetonitrile, respectively; “ACN”
©:9.. (b) refers to acetonitrile? Experimental results refer to constant-pressure
006k .*8-...-@.‘___0 conditions.c From temperature dependence of the Stokes %hift.
> R dCalculated with account for polarizability effects of the solvent
2 go7t A 6'”8-}‘“ according to procedure described in ref $8rom resonance Raman
<L A 72 -------- oag measurements of optical band shapes of betainé-30.
006 U A,
...... AA 0.16 Al AA BARSSEIEY N
0.0 - : ! o @
00 200 300 400 500 e
TK 111 e
. o > 0.121 IR o SPC/E water e
Figure 1. Temperature dependence of the solvent reorganization energy L2 g
of p-nitroaniline in SPC/E water (a) and acetonitrile (b) at constant < - 14 3
volume (circles and diamonds) and at constant pressure (squares). 0.08%
Circles and squares refer to the solute ground staig, (Whereas
diamonds refer to the solute charge-transfer statg (Triangles refer ) ) ) ) ) 0.9
to half of the Stokes shiffAus/2. The dotted lines connect the simulation 0 100 200 300 400 500
points. P/MPa

S-S = (27)

IV. Results and Discussion

Figure 2. As(triangles) and density (circles) of SPC/E water vs pressure
Acetonitrile is assumed to be rigid with parameters correspond- from NPT MD simulations aff = 300 K. The dashed lines connect
ing to the equilibrium bond lengths and angfesf an isolated ~ the simulation points.
molecule.

A time step of 1.0 fs was used for MD integration, which tions (Table 1). We have also performed simulationsoih
yielded good conservation of linear momentum and energy Water at constant temperatureTo= 300 K and varying pressure
(fluctuations of energy below 18 kJ/mol). NVE® simulations (NPT MD). Figure 2 shows(P) along with the water density
in water have been carried out in a cubic cell with the side length P(P)- These data are consistent with the notion &at S at
of 24.075 A containing 466 water molecules and gme T — 300 K since
nitroaniline molecule. NVE simulations in acetonitrile were done
in a cubic cell with the side length of 27.99 A with 250 ﬁ)(%)
acetonitrile molecules and omenitroaniline molecule. In both B\oP/T
cases, the simulation box is chosen to reproduce the solvent
density at ambient conditionp,= 0.997 g/cmi for water and with ap, > 0 and pAJ/dP)r > 0 in our simulations. Based gy
p = 0.782 g/cn for acetonitrile. The cutoff radius for L3 = 314 x 1010 pal from Figure 2 (4.57x 10710 Pal for
interactions is equal to half of the box length. The Coulomb ampient water) and expansivity of ambient watgr= 2.6 x
interactions are treated by the Ewald summation méthmlich 1074 K1, the differenceS — Sy is 0.3kg from eq 27. This is
splits the sum over the periodic images of the simulation cell gpout three times smaller than what follows from Table 1
into a damped real space sum and a reciprocal spac€sum. ingjcating that NPT simulations most likely overestimate the
Summation in real space is truncated ld2 (convergence  yajye of ..
parameters are 0.2346-A for water and 0.2713 Al for One of the assumptions made in deriving eqs-28 is the
acetpnitrile). Summation in reciprocal space .in\./olves ap- equality to zero of the averaglUqdtaken with the reference-
proximately 2300 vectors with their magnitudes limited by 5.0 gystem equilibrium distribution. Formally, this relation holds
A~ for water and by 9.0 At for acetonitrile. Equilibrium  pecause the average includes integration over the orientations
averages were calc.ulat_ed from confllgurat_lons. stored at 0.1 PS¢ the solvent molecules. Sin%os)(rl) is independent of these
intervals. For solvation in water, equilibration time was 400 pS g jentations and the average of the interaction potential over
and production time was 1.0 ns. For solvation in acetonitrile, gqyyent rotations is zero, the overall average is zero too. We
equilibration was 500 ps long and production runs were 2.0 ns have tested the consistency of our analysis by computer
Iong at temperatures aboye 37,2 K. At lower temperatures, the gimjations. A solute with the full set of LJ interactions but
equilibration and production time were 800 ps and 4.0 NS, it 4|l partial charges set to zero (reference system) was
respectively. We have also performed NPT MD simulations of g j1ated in water and acetonitrile. The calcula@tod turned
p—n|troa.n|I|ne in water at 300 K and varying pressure with the 4+ to be equal to-2.85 x 10°% eV in water and—6.31 x
same simulation setup as for NVE simulations. 104 eV in acetonitrile. Both numbers are significantly lower
than the reported reorganization energies.

Our simulations confirm the equivalence of the reorganization

The main result of our simulations is the confirmation of the energies calculated for the charge-separatiqr) @nd charge
earlier theoreticdl?831and experimenté}26.:31.34.364042findings recombination Asp) reactions (eq 3, cf. open circles and
of the positive value of the reorganization entropy (negative diamonds in Figure 1). However, half of the Stokes shift (eq 4)
slope of the reorganization energy with increasing temperature,is uniformly lower than the reorganization energy, by 30% in
Figure 1) both at constant-volume and constant-pressure condi-water and by 40% in acetonitrile at 300 K (Figure 1). Deviations
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O(p-NA) - O(H,0) | O(p-NA) - H(H,0)
15+ o
< | | 0
_ _ 5 6 7 8910
0.5 i B ‘ ‘
| j o excited L o ! ’ ’
[ no charges
ob—— i ? . y=(4n/9)Bpm2

c 2 4 6 8 0 Figure 4. S/pT/Asvsy = (4/9)Bpn? for p-nitroaniline in SPC/E water

_ /A A ) (open circles) and acetonitrile (open triangles) from NVE MD simula-
Figure 3. Oxygen-oxygen (left panel) and oxygerhydrogen (right tions in which the three-particle correlator in eq 25 was directly
panel) pair distribution functions between oxygenspatfitroaniline calculated from trajectories in equilibrium with the ground-state solute.

(p-NA) and SPC/E water. The solid lines refer to the charge distribution The dipolar density = (47/9)8pm? was varied by changing temper-
of p-nitroaniline in the ground state, and the dashed lines refer to the ature. Also shown are the results of NVT MC simulations for a spherical
excited, charge-transfer state. The dadbtted lines refer to p-NAin  dipolar soluté (solid line, “D”) and a contact diatomic solute with
the reference state when all partial charges are set equal to zero.opposite chargéD*—A~ (dashed line, “DA”) in dipolar hard-sphere
Equilibrium trajectories in all charge states were accumulated from NVE solvents with varying dipole moment. The two lines are obtained by
MD runs atT = 316 K. direct differentiation of the simulated reorganization energies as
functions ofy. The closed points correspond to results reported in ref
from the linear response predictions are normally traced back 34 for diethyl ether (closed square) and acetonitrile (closed triangle)
to a strong electrostatic coupling of the solvent molecules to and in ref 40 for acetonitrile (closed diamond) (see Table 1). The shaded

. o . - - . circles indicate molecular solvents for which entropies and reorganiza-
the solute, invalidating the linear perturbation expansion. This tion energies are calculated by using the Lippéfataga equation (eqs

is illustrated in Figure 3 where we show the pair distribution g gnqg 30). The numbers on the plot indicate chloroform (1), tetrahy-
functions between the oxygens piitroaniline and oxygens  drofuran (2), 1,1-dichloroethane (3), acetone (4), propionitrile (5),
and hydrogens of water. The pair distribution function is dimethylformamide (6), nitromethane (7), acetonitrile (8), dimethyl
calculated for the reference solute, which has all LJ interactions sulfoxide (9), and propylene carbonate (10). The shaded circles and
of p-nitroaniline but no partial charges, and for the ground and closed points refer to the entrof®y, while the open points refer to the
excited states of the solute. A significant alteration of the pair entropysy.

distribution function is obvious; in particular the hydrogen peak

in the first solvation shell does not appear without a negative negative charges of the solute to water protons in our study
charge placed on oxygen. o ) and in refs 71 and 72, there are significant quantitative
The difference between the actual distribution function and gifferences in the overall solutesolvent electrostatic coupling.
that of the reference system apparently does not affect the, the diatomic studied in refs 71 and 72, the flip of the dipole
statistics of the electrostatic potential fluctuations produced by creates the difference dipole mometity = 7.4 D in a small
the solvent, which are represented by the reorganization energysgjyte of the diametes, ~ 3.8 A. This corresponds to an
This observation attests to the collective nature of electrostatic effective dipole moment ”(‘*0)2 — ﬁ(An‘b)Z/aS’ ~ 94. For
potential fluctuations in dense polar solvents which might be p-nitroaniline studied hereAmy = 3.7 D andoo =~ 6.3 A,
little affected by local structural changes in the first solvation resulting in ()2 = 1.3. The value of rt*)2 should be
shell of the solute. The Stokes shift, on the contrary, is sensitive compared to if*)2 = Bn?/o® of the solvent, wheran is the
to the local effects since it is defined by the difference of the ¢y ent dipole moment and is the solvent diameter. Pro-

distribution functions in the excited and ground states (eq 26) o nced effects of nonlinear electrostatic solvation are expected
which m|ght be less reliably reproduced by the first-order whenn¥  andn¥ are markedly different, creating a disbalance
expansion. between the solutesolvent and solvertsolvent interaction8.
Deviations from the linear Stokes shift dynamics in dipolar, With (m*)2 ~ 6.4 for water, this disbalance is much stronger
nonpolarizable solutes interacting with electrostatic forces with for the model system studied in refs 71 and 72 than for aqueous
protic solvents were examined by Fonseca and Ladaayid p-nitroaniline.
later by Geissler and Chandin the former study, considering In Figure 4 we report the direct calculation of the constant-
solvent relaxation to a flip of dipole in a solute diatomic, volume reorganization entropy from eqs 21 and 25. The three-
nonlinear solvation manifested itself in the deviation between particle correlator in eq 25, responsible for the alteration of the
the time-dependent Stokes shift and the equilibrium time solvent-solvent energetics by the solute, was calculated directly
correlation function of the ET energy gap. The second sfudy from MD trajectories in equilibrium with the solute in the ground
of the same system has shown that the width of the energy gapelectronic state. We compare these results with NVT Monte
distribution evolves with time. Solvation nonlinearities in both Carlo (MC) simulations of a spherical point dipole in fluids of
cases were a result of a strong electrostatic coupling of water dipolar hard spherégline marked “D” in Figure 4) and to NVT
protons to the negative side of the solute diatomic. The physical MC simulations of a charge-transfer diatomic;t-DA~, in
situation observed here is qualitatively similar. It is the change dipolar hard sphere liquiigmarked “DA” in Figure 4). In order
in the population of partially negative oxygensphitroaniline to minimize the effect of the solute size and shape, we consider
that creates Stokes shift deviating from the prediction of linear the reduced parameter
response. Note that this effect is local and, therefore, cannot be
described by models of ET and solvation dynamics considering TS, [0AU)%0H,0
coupling of the solute electrostatics to a collective solvent mode. ——=1-f—
Indeed, we are not aware of any existing médélallowing As [{0AU, T
equal reorganization energies (eq 3) and, at the sameAme,
Z= s, which directly quantifies the relative effect of the solvent

Despite similarities in the strong coupling between the

(28)
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